
Performance Evaluation of Tape Storage
Systems

Context
Initially designed for media recording, the usage domain of magnetic tapes has
broadened over the decades and remains a real competitor to disk storage even
for scientific data. The main advantages of this storage medium are a large
storage capacity for a reasonable price, better data preservation, better security
and energy efficiency. Indeed, it has been estimated that total costs are reduced
by an average factor of 6 when archiving data on tape rather than disks [1].

Recent tape cartridges can store up to 20 terabytes of data on a one-
kilometer-long physical storage, longitudinally divided into few bands which
are each also longitudinally divided into dozens of wraps. Wraps are in turn
divided into dozens of tracks. All tracks in a given wrap are read or written
simultaneously. A tape is then composed of hundreds of parallel wraps which
are logically linked together in a linear serpentine.

Thousands of such cartridges are usually stored on the shelves of robotic
libraries (as in Figure 1), as books would be stored in an actual library. Then,
when data on a given cartridge is not needed, its storage does not induce any
power consumption, and it cannot be accessed by intruders. All these advan-
tages of tape storage made it an unavoidable candidate for the storage of the ex-
abytes of data produced at CERN by the Large Hadron Collider experiments [2]
or data related to European weather forecast [3].

The huge amount of data stored in such tape libraries, typically hundreds
of petabytes, is usually managed by a Mass Storage Management System (e.g.,
IBM HPSS or HPE DMF) which keeps track of the exact location of the files
stored on tapes and answers to users’ requests. When a particular file is needed,
the tape it is on will be fetched by a robotic arm, brought to a tape drive, and
loaded. Then, the reading head of the tape drive is positioned to the beginning
of the file to read, or to the first available space to write new data, and the I/O
operation eventually occurs.

The main drawback of tape storage is the high latency to access a given file.
Mounting a tape into a tape reader requires a delay of about a minute [4].When
accesses to multiple files are requested, finding the right ordering of these ac-
cesses is thus key to performance. Moving the reading head back and forth
along a kilometer long tape has a non-negligible cost and unnecessary move-
ments thus have to be avoided. However, the optimization of tape request
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Figure 1: Photography of a tape storage system.

ordering has rarely been studied in the scheduling literature, much less than
I/O scheduling on disks.

For instance, minimizing the average service time for several read requests,
i.e., the average time at which each request is read, on a single wrap is still an
active research question.

Goal of the project
In a recent work [5], we studied this problem from a theoretical perspective. We
restricted to a tape model where a tape is considered as a linear sequence of
files which all have to be read from the left to the right, modeling for instance
a single wrap.

Using this model, we studied the Linear Tape Scheduling Problem (LTSP),
introduced by [6]. In this problem, we wish to design a schedule (i.e., a trajectory
of the reading head on the linear tape) to read all the requested files when the
reading head is initially positioned on the right of the tape. The input of the
problem we considered is thus a list of files that are requested on a given tape,
associated with a number of requests for each file. We considered the average
service time as a metric, to ensure a fair service among all requests.

In [5], we solved the LTSP problem with an exact algorithm (named DP),
using a sophisticated dynamic program, thus disproving the NP-hardness con-
jecture from [6]. We also provided faster suboptimal algorithms and compared
the performance of these original algorithms to that of existing algorithms on a
dataset built from the recent history of the tape library of the IN2P3 Computing
Center. For this evaluation, we developed a Python simulator that implements
the tape model and algorithms (both ours and ones from literature), and run
them on dataset entries.
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The goals of this project are:

1. Read and reproduce the results in [5] as a first step.

2. Propose a new performance-oriented implementation of our simulator [7]
in [5]. We expect to use a close-to-system language such as C or C++ to
be able to study performance of the algorithmic solutions. Thus, we want
to be able to add different LTSP algorithmic solutions in the simulation,
and eventually enhanced tape model.

3. Explore algorithmic enhancements of DP algorithm. The performance of
the dynamic program could be enhanced, for instance using memoization
or pruning techniques.

4. Continue the analysis of the logs extracted from the IN2P3 Computing
Center’s tape storage system. One direction would be to focus on temporal
data on tape (reading and moving speed of reading head etc).
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