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Reduction : Naive algorithms

● Reduction by an only one thread
● An atomic operation in global memory 

● Huge synchronization 
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Problem :
how sharing intermediate results
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Problem : divergency
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Let all work !
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Problem : Load unbalancing 
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To go further

● First add during global load
● Unroll last warp
● Completely unrolled
● Multiple adds per thread

● Use intermediate memory → next week.
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